
• Long tail of recovery 
– Read more on the post-mortem to find out how team 

addressed this
– By noon April 24th, all but 1.04 % of volumes had been 

restored

– Eventually, 0.07% volumes could not be recovered, and 
were lost forever

• This outage also affected relational database service 
(RDS) that were single – av. zone.

Timeline (Contd.)

14




