
Making Use of Big Language Models

 Models like BERT*
◦ can be connected to task-specific networks
◦ then either used directly
◦ or fine-tuned to the specific task.

 *“Bidirectional Encoder Representations from Transformers” 
… yeah, sure.  See the picture.
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