
Interpolation vs. Backoff

• Interpolation: view p(w|REF) as a prior and the actual counts as 
observed evidence 

• Backoff (Katz-Backoff): if the count is sufficiently high (sufficient 
evidence), we’d trust the ML estimate, otherwise, we simply ignore 
the ML estimate and go for p(w|REF)  
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