Improve Additive Smoothing

* Should all unseen words get equal probabilities?

e \We can use a reference model to discriminate unseen words
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