How to Smooth?

e All smoothing methods try to
— discount the probability of words seen in a text data set

— re-allocate the extra counts so that unseen words will have a non-zero
count

 Method 1: Additive smoothing: Add a constant 0 to the counts of
each word, e.g., “add 1”  count of win d
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