How to smooth a LM

e Key Question: what probability should be assigned to an unseen
word?

* Let the probability of an unseen word be proportional to its
probability given by a reference LM
* One possibility: Reference LM = Collection LM
/ Discounted ML estimate
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