
Collapsed Gibbs Sampling for LDA (cont’d.)
Algorithm: for each position 𝑗, 𝑡 , sample a new value of 𝑧!,# based on the current values of the 
rest of the 𝑧. Use the newly sampled value for computing the probability for the next sample.

Key equation:

𝑃 𝑧!,# = 𝑘 𝒁¬!,# ,𝑾, 𝛼, 𝛽 ∝
𝜎!,%
¬!,# + 𝛼%

∑&'() 𝜎!,&
¬!,# + 𝛼&

×
𝛿%,*3,4
¬!,# + 𝛽*3,4

∑+'(, 𝛿%,+
¬!,# + 𝛽+

𝜎!,% = number of times topic 𝑘 occurs in document 𝑗

𝛿%,- = number of times word type 𝑣 assigned to topic 𝑘

¬𝑗, 𝑡 = count excluding current position (𝑗, 𝑡)
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