
Collapsed Inference Algorithms (cont’d.)
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• Distribution over only W and Z
• How do we get back Θ and Φ? MAP estimate from Z:
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• But how do we get the count vectors 𝜎! and 𝛿(?
1. Gibbs sampling: sample values of Z, count from those samples
2. Variational inference: use a surrogate distribution to model the probability of Z and 

use its expectation (“expected counts”)
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