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Background on Information Theory

• Developed by Claude Shannon in the 1940s
• Maximizing the amount of information that can 

be transmitted over an imperfect 
communication channel
• Data compression (entropy)
• Transmission rate (channel capacity)

Claude E. Shannon: A Mathematical Theory of Communication, Bell System Technical 
Journal, Vol. 27, pp. 379–423, 623–656, 1948




