
Investigating Hyperparameters8

Levy, Goldberg, and Dagan perform a systematic evaluation of

word2vec, SVD, and GloVe where hyperparameters are

controlled for and optimized across different methods for a

variety of tasks.

Interesting results:

MSR’s analogy dataset is the only case where SGNS and

GloVe substantially outperform PPMI and SVD.

And:

…SGNS outperforms GloVe in every task.
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