What does this actually do?

It turns out this is nothing that new! Levy and Goldberg® show
that SGNS is implicitly factorizing the matrix

p(w;, ¢)

pwip(c)

M;; = wj - € = PMI(w;, ¢;) — log k = log

using an objective that weighs deviations in more frequent (w, ¢)
pairs more strongly than less frequent ones.

Thus...
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