
Skip-Gram Negative Sampling Objective

Locally,

` = log σ(w · c̃) + k · EcN∼pD(cN) [log σ(−w · c̃N)]

and thus globally

L =
∑
w∈V

∑
c∈V

(nw,c)
(
log σ(w · c̃) + k · EcN∼Pn(cN) [log σ(−w · c̃N)]

)

• k: number of negative samples to take (hyperparameter)

• nw,c: number of times (w, c) was seen in the data

• EcN∼Pn(cN) indicates an expectation taken with respect to the

noise distribution Pn(cN).
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