
Negative Sampling5

Given a pair (w, c), can we determine if this came from our corpus

or not? Model probabilistically as

p(D = 1 | w, c) = σ(w · c̃) = 1

1+ exp(−w · c̃)
.

Goal: maximize p(D = 1 | w, c) for pairs (w, c) that occur in the

data.

Also maximize p(D = 0 | w, cN) for (w, cN) pairs where cN is

sampled randomly from the empirical unigram distribution.
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