Finding the best partition (cont’'d)
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Direct maximization is intractable! Thus, agglomerative
(bottom-up) clustering is used as a greedy heuristic.

The best merge is determined by the lowest loss in average
mutual information.





