
Latent Dirichlet Allocation (LDA) 

• Make PLSA a generative model by imposing a Dirichlet 
prior on the model parameters  

– LDA = Bayesian version of PLSA 

– Parameters are regularized  

• Can achieve the same goal as PLSA for text mining 
purposes  

– Topic coverage and topic word distributions can be inferred 
using Bayesian inference  

 
8 8 


