
Maximum Likelihood vs. Bayesian 

• Maximum likelihood estimation 
– “Best” means “data likelihood reaches maximum” 

 

– Problem: Small sample 

• Bayesian estimation:  
– “Best” means being consistent with our “prior” knowledge and 

explaining data well 

 

– Problem: How to define prior? 
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