Linear SVM with Soft Margin

Classifier: f(x)=w"x+b >0?
Parameters: W, b Added to allow tralnmg errors

Training Data: T={(x,, yi)}, i=1, ..., | T|.
Find w, b, and £, to minimize ®(W)= WTV\M/
Subjectto  Vig[1,|T[], yi(w™x+b)> <§,20

C>0 is a parameter to control the trade-off between
minimizing the errors and maximizing the margin

The optimization problem is still quadratic programming with linear constraints



