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Discriminative Classifier 2: K-Nearest Neighbors (K-NN) 

• Find k examples in the training set that are most similar to 
the text object to be classified (“neighbor” documents) 

• Assign the category that is most common in these neighbor 
text objects (neighbors vote for the category) 

• Can be improved by considering the distance of a neighbor (a 
closer neighbor has more influence) 

• Can be regarded as a way to directly estimate the conditional 
probability of label given data instance, i.e., p(Y|X) 

• Need a similarity function to measure similarity of two text 
objects 


